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ABSTRACT
The rapid development of positioning technology produces an ex-

tremely large volume of spatio-temporal data with various geome-

try types such as point, line string, polygon, or a mixed combination

of them. As one of the most basic but time-consuming operations,

𝑘 nearest neighbors join (𝑘NN join) has attracted much attention.

However, most existing works for 𝑘NN join either ignore temporal

information or consider point data only.

This paper proposes a novel and useful problem, i.e., ST-𝑘NN join,

which considers both spatial closeness and temporal concurrency. To
support ST-𝑘NN join over a huge amount of spatio-temporal data

with any geometry types efficiently, we propose a novel distributed

solution based on Apache Spark. Specifically, our method adopts

a two-round join framework. In the first round join, we propose

a new spatio-temporal partitioning method that achieves spatio-

temporal locality and load balance at the same time.We also propose

a lightweight index structure, i.e., Time Range Count Index (TRC-

index), to enable efficient ST-𝑘NN join. In the second round join,

to reduce the data transmission among different machines, we

remove duplicates based on spatio-temporal reference points before

shuffling local results. Extensive experiments are conducted using

three real big datasets, showing that our method is much more

scalable and achieves 9X faster than baselines. A demonstration

system is deployed and the source code is released.

CCS CONCEPTS
• Computing methodologies→MapReduce algorithms; • In-
formation systems → Geographic information systems; Join
algorithms.
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Figure 1: Motivation of ST-𝑘NN Join.
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1 INTRODUCTION
With the rapid development of positioning technology, an extremely

large number of spatio-temporal data is generated. Among spatio-

temporal data analyses, 𝑘 nearest neighbors join (𝑘NN join) [29, 30,

34, 37, 42] is one of the most common operations, which is very

useful in many applications. As shown in Fig. 1(a), in the case of

epidemic prevention [20], given a set of check-ins of the infected

patient 𝑢1, 𝑘NN join (𝑘 = 1) finds the nearest user of each check-in

point. Most existing solutions consider the spatial closeness only, so
they find 𝑢2 for 𝑝1, 𝑢3 for 𝑝2, and 𝑢3 for 𝑝3, respectively. As a result,

both 𝑢2 and 𝑢3 are of potentially vulnerable population and should

be isolated. However, if we consider the temporal concurrency as

well, 𝑢3 is no longer the nearest to 𝑝2, because they are generated

at different times (i.e., 𝑡2 and 𝑡4, respectively). Similarly, 𝑢3 is not

the nearest to 𝑝3. At the end, only 𝑢2 is the potentially suspected

user, which brings in a more precise epidemic prevention.

This paper proposes a new problem called ST-𝑘NN join that

considers both spatial closeness and temporal concurrency. ST-𝑘NN

can be applied to many other applications such as ride-sharing [28],

companion detection [9] and travel recommendation [5]. However,

it is challenging to perform ST-𝑘NN join for three reasons: 1) big
data. Spatio-temporal data is generated constantly at a very high

frequency, leading to a prohibitively large volume of data; 2) high
dimensionality. In addition to spatial information, we should

also consider the temporal information, which is more intractable;

and 3) various geometry types. Spatio-temporal data comes with

various geometry types, e.g., points of check-ins, line strings of

trajectories, and polygons of stay points [21], as shown in Fig. 1(b).

Over the last decade, there emerged many distributed frame-

works, e.g., Apache Hadoop [11] and Apache Spark [41], which

cope with big data efficiently. Many works [29, 30, 34, 37, 42] based

on distributed frameworks for 𝑘NN join ignore the temporal infor-

mation, therefore they cannot be applied to ST-𝑘NN join directly.

Besides, most of them [29, 30, 37, 42] are designed based on triangle
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inequality that is only fit for the distance between two points, so

they do not support complex geometries such as line strings and

polygons, and cannot support sophisticated urban applications.

As a result, this paper proposes a novel distributed solution

based on Apache Spark, which supports ST-𝑘NN join with various

geometry types efficiently. Specifically, our solution follows a two-

round join framework. In the first round join, we first partition the

objects according to the spatio-temporal distribution, then find a

distance bound for each object, such that its 𝑘 nearest neighbors

considering both spatial closeness and temporal concurrency must

locate in a specific region. In the second round join, we first perform

a local ST-𝑘NN join to get local results, then merge them into a

global one. Overall, the contributions of this paper are four-fold:

(1) This paper proposes a novel and useful ST-𝑘NN join problem,

and presents a distributed solution based on Apache Spark that

supports ST-𝑘NN join with any geometry type efficiently.

(2) We propose a new spatio-temporal partitioning method that

achieves spatio-temporal locality and load balance at the same

time. We devise a lightweight but effective index structure called

Time Range Count Index (TRC-index), which returns the minimum

number of satisfied objects in a partition. To reduce the data trans-

mission among different machines, we remove duplicates based on

spatio-temporal reference points before shuffling local results.

(3) Extensive experiments are carried out using three real datasets,

which verifies the powerful efficiency and scalability of our method.

(4) An online demonstration system is deployed based on JUST [19,

24–26], and the source code of ST-𝑘NN join is released [2].

Outline. We give some preliminaries in Section 2. In Section 3,

we describe the overview of our proposed solution. The details of

ST-𝑘NN join are presented in Section 4. We present the evaluation

results in Section 5, followed by the related works in Section 6.

Finally, we conclude this paper with future works in Section 7.

2 PRELIMINARY
In this section, we give related definitions, and introduce some

knowledge about Apache Spark. We list the symbols and their

meanings in Appendix A for the purpose of reference.

2.1 Definition
Definition 1. (ST-object) An ST-object (spatio-temporal object)

𝑟 = (𝑔𝑒𝑜𝑚, 𝑡𝑟 ) contains a spatial attribute 𝑔𝑒𝑜𝑚 and a time range

𝑡𝑟 , where 𝑔𝑒𝑜𝑚 can be any geometry (e.g., a point, a line string, a

polygon, etc., or a mixed set of them), and 𝑡𝑟 = [𝑡𝑚𝑖𝑛, 𝑡𝑚𝑎𝑥 ] is a
time range. The time span of 𝑟 is defined as |𝑡𝑟 | = 𝑡𝑚𝑎𝑥 − 𝑡𝑚𝑖𝑛 .

Note that 𝑡𝑚𝑖𝑛 = 𝑡𝑚𝑎𝑥 is a special case of our definition. In the

following, for the sake of simplicity, we call an ST-object object.

Definition 2. (MBR and EMBR) The MBR (Minimum Bounding

Rectangle) of an object 𝑟 is the smallest axis-aligned rectangle that

contains all points of 𝑟 .𝑔𝑒𝑜𝑚, which can be represented by two

points 𝑀𝐵𝑅(𝑟 ) = ⟨(𝑙𝑎𝑡𝑚𝑖𝑛, 𝑙𝑛𝑔𝑚𝑖𝑛), (𝑙𝑎𝑡𝑚𝑎𝑥 , 𝑙𝑛𝑔𝑚𝑎𝑥 )⟩. Its EMBR

(Extended Minimum Bounding Rectangle) with regard to a dis-

tance threshold 𝛾 is defined as 𝐸𝑀𝐵𝑅(𝑟, 𝛾) = ⟨(𝑙𝑎𝑡𝑚𝑖𝑛 −𝛾, 𝑙𝑛𝑔𝑚𝑖𝑛 −
𝛾), (𝑙𝑎𝑡𝑚𝑎𝑥 + 𝛾, 𝑙𝑛𝑔𝑚𝑎𝑥 + 𝛾)⟩.

Definition 3. (Temporal Domain and Spatial Domain) Given
a set of objects 𝑅, its temporal domain𝑇𝐷 (𝑅) is the minimum time

range that contains all time ranges of 𝑟 ∈ 𝑅.

Similarly, the spatial domain of 𝑅 is the MBR that contains all

MBRs of 𝑟 ∈ 𝑅, denoted as 𝑆𝐷 (𝑅).

Definition 4. (Expanded Time Range) Given a time range 𝑡𝑟 =

[𝑡𝑚𝑖𝑛, 𝑡𝑚𝑎𝑥 ] and a time threshold 𝛿 , the expanded time range of 𝑡𝑟

is defined as 𝐸𝑇𝑅(𝑡𝑟, 𝛿) = [𝑡𝑚𝑖𝑛 − 𝛿, 𝑡𝑚𝑎𝑥 + 𝛿].

Definition 5. (ST-𝑘NN) Given an object 𝑟 , a set of objects 𝑆 , an

integer 𝑘 , and a time threshold 𝛿 , the ST-𝑘NN (Spatio-Temporal 𝑘

Nearest Neighbors) of 𝑟 from 𝑆 is defined as 𝑆 ′ = ST-𝑘NN(𝑟, 𝑘, 𝛿, 𝑆),
where 𝑆 ′ contains at most 𝑘 objects, i.e., |𝑆 ′ | ≤ 𝑘 , and ∀𝑠𝑖 ∈ 𝑆 ′, it
satisfies the following two constraints at the same time:

(1) Temporal Concurrency. The temporal gap between 𝑟 and 𝑠𝑖 is

no more than 𝛿 , i.e.,

𝐸𝑇𝑅(𝑟 .𝑡𝑟, 𝛿) ∩ 𝑠𝑖 .𝑡𝑟 ≠ ∅ (1)

(2) Spatial Closeness. Suppose 𝑆 ′′ ⊆ 𝑆 is the set of objects that

meet the temporal concurrency constraint. Spatial closeness re-

quires that ∀𝑠𝑖 ∈ 𝑆 ′, ∀𝑠 𝑗 ∈ 𝑆 ′′ \ 𝑆 ′, 𝑑 (𝑟, 𝑠𝑖 ) < 𝑑 (𝑟, 𝑠 𝑗 ).

Here, |𝑆 ′ | < 𝑘 iff |𝑆 ′′ | < 𝑘 . In this case, |𝑆 ′ | = |𝑆 ′′ |. 𝑑 (𝑟, 𝑠)
measures the distance between 𝑟 and 𝑠 , which is defined as:

𝑑 (𝑟, 𝑠) = min

𝑝∈𝑟 .𝑔𝑒𝑜𝑚,𝑞∈𝑠.𝑔𝑒𝑜𝑚
𝑑 (𝑝, 𝑞) (2)

where 𝑑 (𝑝, 𝑞) is the Euclidean distance between two spatial points.

Discussion. The temporal gap 𝛿 is defined because in many real

applications such as ride-sharing [28], users would have tolerance

for some time deviation (e.g., 15 minutes). In fact, the temporal con-

currency with a gap is more general for various applications with

different values of 𝛿 . Besides, we do not combine spatio-temporal

dimensions into a single distance metric using a linear combiner

with different weights [13]. Because 1) the temporal dimension has

a very different scale from spatial dimension, so we should not put

them together simply; and 2) for different applications the weights

are different. It is intractable for end users to assign appropriate

weights to spatio-temporal dimensions.

Definition 6. (ST-𝑘NN Join) Given two sets of objects 𝑅 and 𝑆 ,

an integer number 𝑘 , and a time threshold 𝛿 , ST-𝑘NN join of 𝑅 and

𝑆 (denoted as 𝑅 n 𝑆) combines each object 𝑟 ∈ 𝑅 with its ST-𝑘NNs

from S. Formally,

𝑅 n 𝑆 = {(𝑟, 𝑠) |∀𝑟 ∈ 𝑅,∀𝑠 ∈ ST-𝑘NN(𝑟, 𝑘, 𝛿, 𝑆)} (3)

According to the definition of ST-𝑘NN join, those objects outside

of the time period𝐺𝑇 = 𝐸𝑇𝑅(𝑇𝐷 (𝑅), 𝛿) ∩𝑇𝐷 (𝑆), i.e., 𝑡𝑟 ∩𝐺𝑇 = ∅,
would not contribute to the final results. So before actually perform-

ing ST-𝑘NN join, we first filter out the objects in 𝑅 and 𝑆 outside of

𝐺𝑇 to avoid unnecessary computations. We call𝐺𝑇 global temporal
domain, and𝐺𝑆 = 𝑆𝐷 (𝑆) global spatial domain. In the following, 𝑅

and 𝑆 represent the filtered set, respectively.

2.2 Apache Spark
Apache Spark [41] is an in-memory distributed framework for

large-scale data processing with fault-tolerance. It provides an ab-

straction called resilient distributed dataset (RDD) consisting of sev-

eral partitions across a cluster of machines. Each RDD is built

using parallelized operations (e.g. map, filter, reduce). RDDs can

be cached in memory or made persistent on disk to accelerate data

reusing and support iteration. In Spark, we can broadcast variables
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Figure 2: Overview of ST-𝑘NN Join.

to all partitions in an RDD. Shuffle is an operation to reorganize

data across partitions. Note that shuffle is very expensive as it

moves data among partitions or even machines in a cluster, so we

should try to avoid it when possible.

Although this paper presents ST-𝑘NN join based on Apache

Spark, we can transplant it easily to other distributed frameworks,

such as Apache Hadoop [11] and Apache Flink [8].

3 OVERVIEW
Figure 2 presents the framework of our proposed solution for ST-

𝑘NN join, which consists of four main steps:

Data Partition for 𝑆 . In this step, as shown in Fig. 2(a), we divide

𝑆 into several spatio-temporal partitions (ST-partitions), where the

numbers of objects in different partitions are almost the same to

achieve a good load balance.

First Round Local Join. In this step, as described in Fig. 2(b), for

each ST-partition, we build two local indexes, i.e., time range count

index (TRC-index) and 3D R-tree index. Using these two indexes,

for each object 𝑟 ∈ 𝑅 that locates in this partition, we determine an

area, in which the ST-𝑘NNs of 𝑟 must reside.

SecondRound Local Join.As presented in Fig. 2(c), in this step, we
examine all ST-partitions that overlap with the area of 𝑟 calculated

in the previous step. In each satisfied partition, we perform a 𝑘NN

search, generating a set of local ST-𝑘NNs of 𝑟 .

Merge Result. As shown in Fig. 2(d), for each object 𝑟 , we merge

multiple local ST-𝑘NN results into a global one, and produce the

final result.

4 ST-𝑘NN JOIN
In this section, we elaborate on the details of each step, and analyze

the performance of our method finally.

4.1 Data Partition for 𝑆
In distributed environments for ST-𝑘NN join, it is vital to design a

good data partition strategy, which requires that: 1) Spatio-Temporal
Proximity. Objects that are close spatially and temporally should

be assigned to the same partition as much as possible, thus we are

likely to find all ST-𝑘NNs in one partition, reducing the network

communication overhead among different partitions. 2) Even Distri-
bution. The numbers of objects in different partitions are as equal

as possible, thus we can achieve load balance.

Existing distributed frameworks for spatial data processing ei-

ther focus on spatial partitioning merely [34, 37], or aim at spatial-

temporal join [35, 36], which cannot be used for ST-𝑘NN join di-

rectly. To that end, this paper devises a simple but effective spatio-

temporal data partition strategy for ST-𝑘NN join. We partition 𝑆

with four steps: 1) Sampling, 2) Temporal Partitioning, 3) Spatial
Partitioning, and 4) Reassignment, as shown in Fig. 2(a).

Sampling. In this step, we take a set of random samples 𝑆 ′ from
𝑆 with a sampling rate of 𝜂. Because 𝑆 ′ is sampled randomly from

𝑆 , it keeps the spatio-temporal data distribution of 𝑆 . Then 𝑆 ′ is
collected to the driver program on themaster node, where wewould

construct spatio-temporal partitions based on these samples. We

take the same sampling rate 𝜂 = 1% as Simba [37] did.

Temporal Partitioning. In this step, we divide the global temporal

domain𝐺𝑇 into at most 𝛼 disjoint time ranges (called temporal par-
titions) 𝑇𝑃 = {𝑡𝑝1, 𝑡𝑝2, ..., 𝑡𝑝𝑚},𝑚 ≤ 𝛼 , such that 𝐺𝑇 =

⋃
1≤𝑖≤𝑚

𝑡𝑝𝑖 ,

and ∀𝑖 ∈ [1,𝑚], ∀𝑗 ∈ [1,𝑚], 𝑖 ≠ 𝑗 , 𝑡𝑝𝑖 ∩ 𝑡𝑝 𝑗 = ∅. For any 𝑠 ∈ 𝑆 ′,
if its time range 𝑠 .𝑡𝑟 overlaps with a temporal partition 𝑡𝑝𝑖 , i.e.,

𝑠 .𝑡𝑟 ∩ 𝑡𝑝𝑖 ≠ ∅, 𝑠 will be assigned to 𝑡𝑝𝑖 . As a consequence, an object

will be copied many times if it intersects multiple temporal parti-

tions. Here 𝛼 is a system parameter, and we will show its effect on

the ST-𝑘NN join performance in Section 5.

The time span of a temporal partition has a significant impact on

ST-𝑘NN join. First of all, intuitively, to reduce the data replication

of 𝑆 , the time span of a temporal partition should not be too small

(at least it should not be smaller than the time span of 𝑠 ∈ 𝑆 ′).
Secondly, however, during the join process, as we will see later,

we will leverage temporal partitions to filter out irrelevant objects.

As a result, to ensure a good filtering ability, the time span of a

temporal partition should be small as much as possible. Thirdly,
to avoid the replication of 𝑟 ∈ 𝑅 during the following join process,

the time span of a temporal partition is expected to be bigger than

that of 𝐸𝑇𝑅(𝑟, 𝛿).
Based on the observations above, the time span of any temporal

partition 𝑡𝑝𝑖 , ∀𝑖 ∈ [1,𝑚], should hold:

|𝑡𝑝𝑖 | ≥ 𝑚𝑎𝑥{|𝑠 .𝑡𝑟 |, 2𝛿 + |𝑟 .𝑡𝑟 |} (4)

where |𝑠 .𝑡𝑟 | and |𝑟 .𝑡𝑟 | are the average time spans of 𝑠 ∈ 𝑆 and 𝑟 ∈ 𝑅,

respectively. We adopt 2𝛿 + |𝑟 .𝑡𝑟 | because the expanded time span

of 𝑟 ∈ 𝑅 is expected to be 2𝛿 + |𝑟 .𝑡𝑟 |.
Besides, to achieve load balance, the numbers of objects in differ-

ent temporal partitions should be as equal as possible, which can

be achieved by limiting the minimum number of samples in each

temporal partition:

𝑠𝑎𝑚𝑝𝑙𝑒𝑠 (𝑡𝑝𝑖 ) ≥ |𝑆 ′ |/𝛼 (5)

where |𝑆 ′ | is the object number in 𝑆 ′. |𝑆 ′ |/𝛿 guarantees the number

of temporal partitions is no more than 𝛼 .

We propose a new temporal partitioning method based on Sweep

Line Algorithm [32]. As shown in Algorithm 1, we first sort the

objects in 𝑆 ′ by the start time in an ascending order (Line 1), then
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initialize the following variables: 𝑡𝑝𝑠 stores the final temporal parti-

tions, 𝑐𝑢𝑟 is a set of objects in the current temporal partition, 𝑠𝑡𝑎𝑟𝑡

records the start time of the current temporal partition, and 𝑠𝑙 is

the sweep line (Line 2). In Lines 5-9, we scan 𝑆 ′ from left to right. If

the current temporal partition satisfies both Equ. (4) and Equ. (5), it

forms a final temporal partition and is added to 𝑡𝑝𝑠 . Those objects in

𝑐𝑢𝑟 that do not contribute to the next temporal partition are filtered

out. Finally, we process the last temporal partition and return the

final results (Line 10).

Algorithm 1: TP(𝑆 ′, 𝐺𝑇 , 𝑘 , 𝛿 , 𝛼 , 𝛽 , 𝜂)

1 Sort 𝑆 ′ by the start time of objects in ascending order;

2 𝑡𝑝𝑠 = ∅; 𝑐𝑢𝑟 = ∅; 𝑠𝑡𝑎𝑟𝑡 = 𝐺𝑇 .𝑡𝑚𝑖𝑛 ; 𝑠𝑙 = 𝐺𝑇 .𝑡𝑚𝑖𝑛 ;

3 𝑚𝑖𝑛𝑆𝑝𝑎𝑛 =𝑚𝑎𝑥{|𝑠 .𝑡𝑟 |, 2𝛿 + |𝑟 .𝑡𝑟 |};
4 𝑚𝑖𝑛𝑁𝑢𝑚 = |𝑆 ′ |/𝛼 ;
5 for 𝑠 ∈ 𝑆 ′ do
6 𝑠𝑙 = 𝑠 .𝑡𝑟 .𝑡𝑚𝑖𝑛 ; 𝑐𝑢𝑟 = 𝑐𝑢𝑟 ∪ {𝑠}; 𝑠𝑝𝑎𝑛 = 𝑠𝑙 − 𝑠𝑡𝑎𝑟𝑡 ;

7 if 𝑠𝑝𝑎𝑛 ≥ 𝑚𝑖𝑛𝑆𝑝𝑎𝑛 and |𝑐𝑢𝑟 | ≥ 𝑚𝑖𝑛𝑁𝑢𝑚 then
8 𝑡𝑝𝑠 = 𝑡𝑝𝑠 ∪ {[𝑠𝑡𝑎𝑟𝑡, 𝑠𝑙]}; 𝑠𝑡𝑎𝑟𝑡 = 𝑠𝑙 ;

9 Filter out 𝑠 ′ ∈ 𝑐𝑢𝑟 that 𝑠 ′.𝑡𝑟 .𝑡𝑚𝑎𝑥 < 𝑠𝑡𝑎𝑟𝑡 ;

10 return 𝑡𝑝𝑠 ∪ {[𝑠𝑡𝑎𝑟𝑡,𝐺𝑇 .𝑡𝑚𝑎𝑥 ]};

Spatial Partitioning. In this step, for each temporal partition

𝑡𝑝𝑖 , we divide the global spatial domain 𝐺𝑆 into at most 𝛽 spatial

partitions 𝑆𝑃𝑖 = {𝑠𝑝𝑖
1
, 𝑠𝑝𝑖

2
, ..., 𝑠𝑝𝑖𝑛}, 𝑛 ≤ 𝛽 , using Quad-tree [15]

based on the samples 𝑆 ′
𝑖
assigned to 𝑡𝑝𝑖 . As these spatial partitions

belong to a temporal partition, we call them ST-partitions. Like
𝛼 , 𝛽 is a system parameter as well, and we will test its impact on

ST-𝑘NN join performance in Section 5.

This paper adopts Quad-tree [15] to perform spatial partitioning

for three reasons. Firstly, Quad-tree can mitigate the problem of

unbalanced spatial distribution comparing to Grid partition [4, 27],

as Quad-tree partitions the areas with denser objects into smaller

regions. Secondly, comparing to R-tree [17] and its variants [6, 38],

Quad-tree considers all parts of spatial domain, but R-tree and its

variants ignore those unsampled areas. One optional method is to

adjust the MBRs of nodes in R-tree when assigning the entire set 𝑆 ,

but this is time-consuming and may produce a poor-performance R-

tree, especially for non-point objects (e.g., line strings and polygons).

Thirdly, for KD-tree [7], it is hard to determine a split line for non-

point data, but Quad-tree splits the space more easily.

Quad-tree recursively splits the global spatial domain 𝐺𝑆 into

four equal-sized sub-regions. If the MBR of an object 𝑠 ∈ 𝑆 ′
𝑖
in-

tersects multiple sub-regions, it will be copied to all intersected

sub-regions. Each sub-region is further split if it has more than

𝜁 objects. All leaf sub-regions form a set 𝑆𝑃𝑖 of spatial partitions.

Note that we check the MBR of an object instead of the object itself

here, because it is much faster to check the spatial relation of two

MBRs than that of two complex objects themselves.

However, it is not easy to decide a good 𝜁 . It gets more compli-

cated if we limit the maximum number 𝛽 of spatial partitions. In

our ST-𝑘NN join problem, each 𝑟 ∈ 𝑅 needs to find its ST-𝑘NNs. It

is efficient if we can find all its ST-𝑘NNs in one partition. Besides,

the numbers of objects in different spatial partitions should be as

the same as possible for load balance. As a result, 𝜁 is defined as:

𝜁 =𝑚𝑎𝑥{|𝑆 ′𝑖 |/𝛽, 4𝜂 × 𝑘 × |𝑡𝑝𝑖 | ÷ (2𝛿 + |𝑟 .𝑡𝑟 |)} (6)

where |𝑆 ′
𝑖
|/𝛽 is the average samples number in a spatial partition.

4𝜂 × 𝑘 × |𝑡𝑝𝑖 | ÷ (2𝛿 + |𝑟 .𝑡𝑟 |) ensures that after a split, at least one
of its sub-regions is expected to have more than 𝑘 satisfied objects.

As shown in Algorithm 2, we resort to a priority queue 𝑝𝑞 to split

the Quad-tree nodes. Initially, the global spatial domain𝐺𝑆 (i.e., the

root of Quad-tree) is inserted into 𝑝𝑞. Then we check all nodes in

𝑝𝑞 in a descending order of sample numbers. If the current node

has less than 𝜁 samples, the split process is terminated. Otherwise,

we split the node into four sub-nodes, and add them into 𝑝𝑞. This

process is repeated until the number of spatial partitions is not less

than 𝛽 . Each node in 𝑝𝑞 represents a spatial partition.

Algorithm 2: SP(𝑆 ′
𝑖
, 𝐺𝑆 , 𝑘 , 𝛽 , 𝜂)

1 Initialize a priority queue 𝑝𝑞, with keys as the sample

numbers in Quad-tree nodes, sorted in a descending order;

2 𝜁 =𝑚𝑎𝑥{|𝑆 ′
𝑖
|/𝛽, 4𝜂 × 𝑘 × |𝑡𝑝𝑖 | ÷ (2𝛿 + |𝑟 .𝑡𝑟 |)}; 𝑝𝑞.𝑝𝑢𝑠ℎ(𝐺𝑆);

3 while 𝑝𝑞.𝑙𝑒𝑛𝑔𝑡ℎ < 𝛽 do
4 𝑛𝑜𝑑𝑒 = 𝑝𝑞.𝑝𝑜𝑝 ();
5 if 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 (𝑛𝑜𝑑𝑒) < 𝜁 then
6 𝑝𝑞.𝑝𝑢𝑠ℎ(𝑛𝑜𝑑𝑒); break;
7 Split 𝑛𝑜𝑑𝑒 into four sub-nodes, and add them into 𝑝𝑞;

8 return the nodes in 𝑝𝑞 as spatial partitions;

Reassignment. After previous two steps, we get at most 𝛼 × 𝛽

ST-partitions. Each ST-partition is bounded to a time range and an

MBR, with which we build a global index𝐺𝐼 , where the time ranges

are organized as a sorted array, and the MBRs are organized as a

Quad-tree. The global index𝐺𝐼 is broadcast to all partitions of 𝑆 . For

each 𝑠 ∈ 𝑆 , if its time range and geometry both intersect with that of
an ST-partition, the identifier of the ST-partition will be bounded to

𝑠 . After that, 𝑆 is re-partitioned according to the bounded identifiers.

The objects with the same identifier will be assigned to the same

partition. Note that an object 𝑠 may be assigned to multiple new

partitions, as it may intersect several ST-partitions.

4.2 First Round Local Join
In this step, for each 𝑟 ∈ 𝑅, we aim to find an area 𝐸𝑀𝐵𝑅(𝑟, 𝛾), such
that its ST-𝑘NNs in 𝑆 must intersect with 𝐸𝑀𝐵𝑅(𝑟, 𝛾). Existing two-
round methods such as LocationSpark [33, 34] mainly focus on

point data. Besides, they do not consider the temporal information.

It is much more challenging for ST-𝑘NN join because of two

reasons. First, for a non-point object 𝑟 ∈ 𝑅 with a time range, it

may intersect with more than one ST-partitions at the same time.

Second, it is hard to figure out whether a partition contains at least

𝑘 objects that meet the temporal concurrency requirement.

For the first challenge, we check all intersected ST-partitions to

find the nearest one. For the second challenge, we propose a new

index structure called TRC-index (Time Range Count Index) in each

ST-partition to get the minimum number of intersected time ranges

of 𝐸𝑇𝑅(𝑟, 𝛿) efficiently. Overall, the first round local join contains

three steps: 1) TRC-index Construction, 2) Data Partition for 𝑅, and
3) Distance Bound Calculation.
TRC-index Construction. There are two requirements for TRC-

index. 1) Given a set of objects 𝑆𝑖 in an ST-partition and a time

range 𝑡𝑟 , it returns efficiently the minimum number of objects in

𝑆𝑖 whose time ranges intersect with 𝑡𝑟 . 2) TRC-index should be as

small as possible, because it will be broadcast to all partitions of 𝑅.
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Figure 3: Illustration of TRC-Index.

To this end, we design a lightweight but effective TRC-index. The

intuition of TRC-index is straightforward: if we know the upper

bound number 𝑁 of time ranges that would not intersect with the

given time range 𝑡𝑟 , then we can obtain easily the lower bound

number, i.e., |𝑆𝑖 | − 𝑁 , of intersected time ranges. For any object 𝑠 ∈
𝑆𝑖 , its time range does not intersect with 𝑡𝑟 iff 𝑠 .𝑡𝑟 .𝑡𝑚𝑎𝑥 < 𝑡𝑟 .𝑡𝑚𝑖𝑛

or 𝑠 .𝑡𝑟 .𝑡𝑚𝑖𝑛 > 𝑡𝑟 .𝑡𝑚𝑎𝑥 . Therefore, to accelerate the computation of

𝑁 , TRC-index stores the number of objects whose maximum time

is less than 𝑡𝑟 .𝑡𝑚𝑖𝑛 or minimum time is greater than 𝑡𝑟 .𝑡𝑚𝑎𝑥 .

Algorithm 3: TRCIndex(𝑆𝑖 , 𝑏𝑖𝑛𝑁𝑢𝑚)

1 Initialize two arrays 𝑇𝑚𝑖𝑛 and 𝑇𝑚𝑎𝑥 with length of 𝑏𝑖𝑛𝑁𝑢𝑚;

2 𝑏𝑖𝑛𝐿𝑒𝑛 = ⌈|𝑇𝐷 (𝑆𝑖 ) |/𝑏𝑖𝑛𝑁𝑢𝑚⌉;
3 for 𝑠 ∈ 𝑆𝑖 do
4 𝑗1 = ⌊(𝑠 .𝑡𝑟 .𝑡𝑚𝑖𝑛 −𝑇𝐷 (𝑆𝑖 ) .𝑡𝑚𝑖𝑛)/𝑏𝑖𝑛𝐿𝑒𝑛⌋; 𝑇𝑚𝑖𝑛 [ 𝑗1] + +;
5 𝑗2 = ⌊(𝑠 .𝑡𝑟 .𝑡𝑚𝑎𝑥 −𝑇𝐷 (𝑆𝑖 ) .𝑡𝑚𝑖𝑛)/𝑏𝑖𝑛𝐿𝑒𝑛⌋; 𝑇𝑚𝑎𝑥 [ 𝑗2] + +;
6 for 𝑗 = 1; 𝑗 < 𝑏𝑖𝑛𝑁𝑢𝑚; 𝑗 + + do
7 𝑇𝑚𝑖𝑛 [𝑏𝑖𝑛𝑁𝑢𝑚 − 𝑗 − 1] += 𝑇𝑚𝑖𝑛 [𝑏𝑖𝑛𝑁𝑢𝑚 − 𝑗];
8 𝑇𝑚𝑎𝑥 [ 𝑗] += 𝑇𝑚𝑎𝑥 [ 𝑗 − 1];
9 return ⟨𝑇𝐷 (𝑆𝑖 ), |𝑆𝑖 |, 𝑏𝑖𝑛𝑁𝑢𝑚,𝑇𝑚𝑖𝑛,𝑇𝑚𝑎𝑥 ⟩ as TRC-index;

As the time dimension is continuous, we use discrete disjoint bins

with equal length to represent the time information approximately.

Algorithm 3 presents the pseudo-code of TRC-index construction.

We use two arrays 𝑇𝑚𝑖𝑛 and 𝑇𝑚𝑎𝑥 to record the number of time

ranges whose start time and end time locate in each bin, respectively

(Line 1). The objects 𝑆𝑖 in the ST-partition are scanned linearly. For

each object 𝑠 ∈ 𝑆𝑖 , we first calculate its start and end time bin

numbers, respectively, then increase their counts by 1 (Lines 3-5).

After that, we accumulate the counts by scanning 𝑇𝑚𝑖𝑛 and 𝑇𝑚𝑎𝑥

for once (Lines 6-8). Note that we accumulate the counts of 𝑇𝑚𝑖𝑛

from right to left, but𝑇𝑚𝑎𝑥 from left to right. By doing this, we can

get quickly the number of objects whose start time is greater than

𝑡𝑟 .𝑡𝑚𝑎𝑥 using 𝑇𝑚𝑖𝑛 , and the number of objects whose end time is

less than 𝑡𝑟 .𝑡𝑚𝑖𝑛 using 𝑇𝑚𝑎𝑥 . Finally, the TRC-index is returned as

a quintuple ⟨𝑇𝐷 (𝑆𝑖 ), |𝑆𝑖 |, 𝑏𝑖𝑛𝑁𝑢𝑚,𝑇𝑚𝑖𝑛,𝑇𝑚𝑎𝑥 ⟩ (Line 9).
With the help of TRC-index, we can calculate quickly the lower

bound number of objects whose time ranges intersect with 𝑡𝑟 =

[𝑡𝑚𝑖𝑛, 𝑡𝑚𝑎𝑥 ]. We first compute the bin numbers, i.e., 𝑏𝑚𝑖𝑛 and 𝑏𝑚𝑎𝑥 ,

of 𝑡𝑟 .𝑡𝑚𝑖𝑛 and 𝑡𝑟 .𝑡𝑚𝑎𝑥 , respectively, using the similar method in

Lines 3-5 of Algorithm 3. The number of objects whose end time

is smaller than 𝑡𝑟 .𝑡𝑚𝑖𝑛 is at most 𝑇𝑚𝑎𝑥 [𝑏𝑚𝑖𝑛] (note that in the

bin 𝑏𝑚𝑖𝑛 , there exist some objects whose end time is not smaller

than 𝑡𝑟 .𝑡𝑚𝑖𝑛). Similarly, the number of objects whose start time

is greater than 𝑡𝑟 .𝑡𝑚𝑎𝑥 is at most 𝑇𝑚𝑖𝑛 [𝑏𝑚𝑎𝑥 ]. As a result, the

number of objects whose time ranges intersect with 𝑡𝑟 is at least
|𝑆𝑖 | −𝑇𝑚𝑎𝑥 [𝑏𝑚𝑖𝑛] −𝑇𝑚𝑖𝑛 [𝑏𝑚𝑎𝑥 ].

The total bin number 𝑏𝑖𝑛𝑁𝑢𝑚 provides a trade-off between net-

work overhead and result precision. A bigger 𝑏𝑖𝑛𝑁𝑢𝑚 means a

higher lower bound, but requires more network data transmission.

We will investigate its effect on ST-𝑘NN join in Section 5.

For example, given a time range database shown in Fig. 3(a),

we first count the number of objects in each bin in Fig. 3(b) (here

𝑏𝑖𝑛𝑁𝑢𝑚 is set as 4), then accumulate the counts in Fig. 3(c). With

TRC-index, we find that there are at least 2 time ranges intersecting

with “[2, 4]” (i.e., “[1, 8]” and “[3, 6]”), as shown in Fig. 3(d).

Data Partition for 𝑅. In the previous step, we build a TRC-index

in each ST-partition. Recall that in Section 4.1, we built a global

index 𝐺𝐼 . In this step, we broadcast 𝐺𝐼 and all TRC-indexes to the

partitions of 𝑅. Because𝐺𝐼 and TRC-indexes are small enough, the

broadcast overhead can be ignored. For each 𝑟 ∈ 𝑅, we find a set

of temporal partitions 𝑇𝑃 ′ = {𝑡𝑝 ′
1
, 𝑡𝑝 ′

2
, ..., 𝑡𝑝 ′𝑢 } that intersects with

𝐸𝑇𝑅(𝑟 .𝑡𝑟, 𝛿) using𝐺𝐼 . In each 𝑡𝑝 ′
𝑖
∈ 𝑇𝑃 ′, we find 𝑟 ’s nearest spatial

partition 𝑠𝑝 ′𝑖 that has at least 𝑘 satisfied objects (i.e., whose time

ranges intersect with 𝐸𝑇𝑃 (𝑟 .𝑡𝑟, 𝛿)) in 𝑆 using 𝐺𝐼 and TRC-index.

At the end, we get 𝑢 spatial partitions {𝑠𝑝 ′1, 𝑠𝑝 ′2, ..., 𝑠𝑝 ′𝑢 }, among

which we select the nearest one and assign its identifier to 𝑟 . Finally,

𝑅 is re-partitioned according to the bounded identifiers, where the

objects 𝑟 ∈ 𝑅 with the same identifier are shuffled to the same

ST-partition. Note that for each 𝑟 ∈ 𝑅, it is assigned to at most ONE

ST-partition in this step. If 𝑢 = 0, i.e., 𝑟 cannot find any satisfied

ST-partition with TRC-index, we do not re-partition it and let it

skip the first round local join directly.

It is efficient to find 𝑟 ’s nearest spatial partition that has at least

𝑘 satisfied objects in 𝑆 with the help of 𝐺𝐼 and TRC-index. Note

that the spatial partitions 𝑆𝑃 ′
𝑖
= {𝑠𝑝 ′𝑖

1
, 𝑠𝑝 ′𝑖

2
, ..., 𝑠𝑝 ′𝑖𝑛 } in a temporal

partition 𝑡𝑝 ′
𝑖
∈ 𝑇𝑃 ′ are organized as a Quad-tree in𝐺𝐼 , thus we can

easily check each spatial partition in 𝑆𝑃 ′
𝑖
from near to far iteratively.

For each 𝑠𝑝 ′𝑖
𝑗
, we get the minimum number of objects whose time

ranges intersect with 𝐸𝑇𝑅(𝑟 .𝑡𝑟, 𝛿) using TRC-index. If the number is

not less than 𝑘 , the check process is terminated, and 𝑠𝑝 ′𝑖
𝑗
is returned.

Distance Bound Calculation. Assigning 𝑟 to an ST-partition

which has at least 𝑘 satisfied objects in 𝑆 guarantees that, we can

calculate a distance bound 𝛾 in this ST-partition, such that the dis-

tance between 𝑟 and any ST-𝑘NN is less than 𝛾 . Suppose 𝑅𝑖 and

𝑆𝑖 are the objects assigned to the ST-partition 𝑠𝑝𝑖 in 𝑅 and 𝑆 , re-

spectively. In each ST-partition 𝑠𝑝𝑖 , we first build a local 3D R-tree

index [43] over 𝑆𝑖 , where the temporal information is regarded as

the 3rd dimension. For each 𝑟 ∈ 𝑅𝑖 , we perform a local ST-𝑘NN

search in this partition using the built local 3D R-tree index, gen-

erating a local result {𝑠𝑖
1
, 𝑠𝑖
2
, ..., 𝑠𝑖

𝑘
} ordered by their distances to 𝑟 .

Thus, 𝛾 = 𝑑 (𝑟, 𝑠𝑖
𝑘
). For those objects that cannot find a satisfied

ST-partition in the previous step, we set 𝛾 = ∞. Note that the local
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join results and 3D R-tree index of 𝑆𝑖 are cached to avoid redundant

computations in the second round local join.

4.3 Second Round Local Join
In this step, for each 𝑟 ∈ 𝑅, we check all possible ST-partitions that

may produce its ST-𝑘NNs, and generate local results.

Recall that after performing the first round local join, we get

a distance bound 𝛾 for each 𝑟 ∈ 𝑅. All ST-partitions that both

temporally intersect with 𝐸𝑇𝑅(𝑟 .𝑡𝑟, 𝛿) and spatially intersect with

𝐸𝑀𝐵𝑅(𝑟, 𝛾) are candidates. These candidates can be figured out

efficiently using the global index𝐺𝐼 . For each candidate ST-partition

of 𝑟 (except for the one we assigned to 𝑟 in the first round local join,

which must be a candidate ST-partition of 𝑟 but we can omit it here

to avoid repeated computations), we bound its identifier to 𝑟 . After

that, we re-partition 𝑅 according to the bounded identifiers, where

the objects in 𝑅 with the same identifier are shuffled to the same

ST-partition. Note that an object 𝑟 ∈ 𝑅 will be copied several times

because there may be multiple candidate ST-partitions of 𝑟 . Finally,

in each new ST-partition 𝑠𝑝𝑖 , we perform an ST-𝑘NN search for

every 𝑟 ∈ 𝑅𝑖 by leveraging the local 3D R-tree index over 𝑆𝑖 built

in the first round local join. Different from the first round local

join, the search process can be optimized further using the distance

bound 𝛾 , i.e., if the distance between 𝑟 and a 3D R-tree node is

greater than 𝛾 , the ST-𝑘NN search can be terminated immediately.

This step shuffles small parts of 𝑅, because we observe that

the 𝐸𝑀𝐵𝑅(𝑟, 𝛾) of most objects 𝑟 ∈ 𝑅 intersect with only one ST-

partition. These objects can find their ST-𝑘NNs in the first round

join, thus do not participate in the second round join.

4.4 Merge Result
After two-round local joins, we obtain an individual local 𝑘NN

result of 𝑟 in its every ST-partition (note that we also consider

the local results produced in the first round local join here). A

straightforward method performs four steps. 1) shuffle local results,

where the results of the same 𝑟 are re-partitioned to the same new

partition; 2) combine them into a global result of 𝑟 using multiway

merge algorithm [10]; 3) remove duplicates, because an object could

be assigned to multiple ST-partitions, so there may be duplicated

combinations of (𝑟, 𝑠) in different local results; 4) take the first 𝑘

combinations as the final result of 𝑟 .

To reduce the network transmission overhead, this paper re-

moves duplicates before re-partitioning. For example, as shown in

Fig. 4, suppose the combination (𝑟, 𝑠) emerges in the local results

of ST-partition 0, 1 and 2. The start time of 𝐸𝑇𝑅(𝑟 .𝑡𝑟, 𝛿) ∩ 𝑠 .𝑡𝑟 is

called temporal reference point (TRP), and the lower-left corner of

𝐸𝑀𝐵𝑅(𝑟, 𝛾)∩𝑀𝐵𝑅(𝑟 ) is called spatial reference point (SRP). We only

retain (𝑟, 𝑠) in the ST-partition 0 that contains the TRP and SRP,

and discard them from the local results in other two ST-partitions.

Lemma 1. The duplicate removal method proposed above is correct.

Proof. We prove it from two aspects: integrity and uniqueness.
Integrity: If 𝑠 is among the ST-𝑘NNs of 𝑟 , (𝑟, 𝑠) will be generated

in the ST-partition in which TRP and SRP locate. According to the

definitions of TRP and SRP, we have TRP ∈ 𝑠 .𝑡𝑟 , TRP ∈ 𝐸𝑇𝑅(𝑟 .𝑡𝑟, 𝛿),
SRP ∈ 𝑀𝐵𝑅(𝑠), and SRP ∈ 𝐸𝑀𝐵𝑅(𝑟,𝛾). 𝑠 will be re-partitioned to

all ST-partitions that temporally intersect with 𝑠 .𝑡𝑟 and spatially in-

tersect with𝑀𝐵𝑅(𝑠), and 𝑟 will be re-partitioned to all ST-partitions

0

EMBR(r, γ)

MBR(r)

2
MBR(r) MBR(s)

ETR(r.tr, δ)
s.tr

1
MBR(s)

EMBR(r, γ)

Figure 4: Remove Duplicates.
that temporally intersect with 𝐸𝑇𝑅(𝑟 .𝑡𝑟, 𝛿) and spatially intersect

with 𝐸𝑀𝐵𝑅(𝑟,𝛾). As a result, 𝑟 and 𝑠 will emerge simultaneously

in the ST-partition 𝑠𝑝𝑖
𝑗
that the TRP and SRP locate in, thus (𝑟, 𝑠)

must be produced in 𝑠𝑝𝑖
𝑗
if 𝑠 is among the ST-𝑘NNs of 𝑟 .

Uniqueness: only one ST-partition contains TRP and SRP si-

multaneously. According to the partitioning strategy, we have

𝑡𝑝𝑖 ∩ 𝑡𝑝 𝑗 = ∅ if 𝑖 ≠ 𝑗 , and 𝑠𝑝𝑖𝑚 ∩ 𝑠𝑝𝑖𝑛 = ∅ if 𝑚 ≠ 𝑛. Suppose

there exist two different ST-partitions 𝑠𝑝𝑖𝑚 and 𝑠𝑝
𝑗
𝑛 contain TRP

and SRP simultaneously, i.e. TRP ∈ 𝑡𝑝𝑖 ∩ 𝑡𝑝 𝑗 and SRP ∈ 𝑠𝑝𝑖𝑚 ∩ 𝑠𝑝
𝑗
𝑛 .

If 𝑖 ≠ 𝑗 , TRP ∈ 𝑡𝑝𝑖 ∩ 𝑡𝑝 𝑗 , which contradicts with the temporal

partitioning strategy. If 𝑖 = 𝑗 and𝑚 ≠ 𝑛, SRP ∈ 𝑠𝑝𝑖𝑚 ∩ 𝑠𝑝𝑖𝑛 , which is

contradictory to the spatial partitioning strategy. �

4.5 Performance Analysis
One of the most expensive overhead in a distributed environment is

the data transmission among different machines, which is triggered

when we broadcast data and shuffle RDD. Recall that during ST-

𝑘NN join, we broadcast the global index 𝐺𝐼 and TRC-indexes for

once, but we can ignore the broadcast overhead because both 𝐺𝐼

and TRC-indexes are relatively very small. Figure 5 shows the data

shuffle in different steps, where 𝑆 is shuffled for only once, 𝑅 is

shuffled for twice, and the local join results are shuffled for once.

Because most 𝑟 ∈ 𝑅 can find its ST-𝑘NNs in the first round local

join (see Section 5), only few objects in 𝑅 take part in the second

round shuffle. We also remove duplicates before shuffling local join

results, which reduces data transmission overhead further.

S

R

① Data 
Partition for S

R & S

② First Round 
Local Join

R & S

③ Second 
Round Join

Result

④ Merge 
Result

Figure 5: Shuffles of RDD.
As for computation complexity, we build a global index 𝐺𝐼 (con-

sisting of a sorted array for temporal partitions and multiple Quad-

trees for spatial partitions) based on the sample data 𝑆 ′, which takes
O(|𝑆 ′ | × 𝑙𝑜𝑔|𝑆 ′ | +𝛽 × |𝑆 ′ | +𝛼 ×𝛽 × 𝑙𝑜𝑔𝛽). We build two local indexes

(i.e., TRC-index and Quad-tree over 𝑆𝑖 ) in each ST-partition, which

takes O(|𝑆𝑖 | + |𝑆𝑖 | × 𝑙𝑜𝑔 |𝑆𝑖 |). Using global and local indexes, it takes
O((|𝑆 | + 2× |𝑅 |) × 𝑙𝑜𝑔𝛼 × 𝑙𝑜𝑔𝛽) to find the ST-partitions of 𝑅 and 𝑆 .

In each ST-partition, we take O((|𝑅𝑖 | + |𝑆𝑖 |) × 𝑙𝑜𝑔 |𝑆𝑖 |) to perform 2

rounds local join. Finally, it takes O(|𝑅 | ×𝑘 × 𝑙𝑜𝑔𝑣) to merge results,

where 𝑣 is the average number of ST-partitions an 𝑟 locates in. We

give more details of complexity analysis in Appendix B.
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5 EVALUATION
5.1 Datasets and Settings
Datasets. We use three real big datasets to verify the performance

of ST-𝑘NN join method: 1) NYTrip [12]. We extract six months

of taxi trips in New York City. Each trip has the location and time

information of pick-up and drop-off, respectively. The locations

of a pick-up or a drop-off can be modeled as point data (abbr. pt);
2) DidiTraj [1], which contains two months of taxi trajectories in

Xi’an, China. A trajectory can be modeled as a line string (abbr. ls);
and 3) DidiSP, which is a set of stay points extracted from DidiTraj

using the method proposed in [23]. A stay point is deemed as a

polygon (abbr. py). Table 1 shows the statistics.
Settings. Table 2 shows the geometry combinations for parameter

tuning, which aims at finding out the effects of the introduced pa-

rameters. Table 3 summarizes the experimental parameters, where

the default values are in bold. All experiments are conducted on

a cluster of 5 nodes, with each node equipped with CentOS 7.4,

24-core CPU and 128GB RAM. We deploy Hadoop 2.7.6 and Spark

2.3.3 in our cluster. During the experiment, we assign 5 cores and

5GB RAM to the driver program, and set up 30 executors in the

Spark cluster. Each executor is assigned 5 cores and 16GB RAM.

Metrics. We focus on three metrics: 1) Execution Time (ET),
which is the time cost for an ST-𝑘NN join; 2) Copy Amplification
(CA), which is defined as the ratio of total copy times of objects in

𝑅 (or 𝑆) to |𝑅 | (or |𝑆 |). For example, if an object 𝑟 intersects with 𝑛

ST-partitions, it will be copied 𝑛 times, thus its copy amplification

is 𝑛; and 3) Hit Rate (HR), which is defined as |𝑅′ |/|𝑅 |. 𝑅′ ⊆ 𝑅 is

a set of objects that can find their final ST-𝑘NNs in the first round

local join, so they do not participate in the second round join.

Baselines. As this paper is the first to address the ST-𝑘NN join

problem, we rewrite the source code of two related frameworks,

i.e., Simba[37] and LocationSpark [33, 34], to make them support

ST-𝑘NN join. We do not compare the works [35, 36] because their

source codes are not released. We also compare two variants of our

proposed method (our method is termed as ST-𝑘NNJ).
• Simba [37]. Simba provides efficient 𝑘NN join. We first find

the 2×𝑘 nearest neighbors for each 𝑟 ∈ 𝑅, then filter out the objects

𝑠 ∈ 𝑆 that do not meet the temporal concurrency requirement. It

may not produce enough 𝑘 results, because of the temporal filtering.

• LocationSpark (LS) [33, 34]. We rewrite its source code to

make it support ST-𝑘NN join, as we did for Simba. Note that both

Simba and LocationSpark do not support complex data in the code.

• ST-𝑘NNJ𝑅 , which adopts R-tree for spatial partitioning. This

method makes spatial partitions based on the centroid points of

𝑠 ∈ 𝑆 ′. Each 𝑠 ∈ 𝑆 is assigned to the nearest spatial partition. Each

spatial partition is an MBR containing all 𝑠 ∈ 𝑆 assigned to it. Each

𝑟 ∈ 𝑅 is assigned to all spatial partitions that intersect with it.

• ST-𝑘NNJ𝑛𝑟 , which adopts Quad-tree for spatial partitioning

just as ST-𝑘NNJ, but does not remove duplicates based on reference

points before shuffling local join results.

5.2 Parameters Tuning
Different Values of 𝛼 . Figure 6 presents the performance of ST-

𝑘NNJ with different values of 𝛼 . As shown in Fig. 6(a), with an

increasing 𝛼 , the execution time of all dataset combinations first

decreases, then increases. There are two reasons for an increasing

execution time with a smaller 𝛼 when 𝛼 < 100. Firstly, for a smaller

Table 1: Statistics of Datasets
Attributes NYTrip DidiTraj DidiSP
Raw Size 11.6GB 8.3GB 1.9GB

# Records 87,110,491 39,224,513 9,108,396

# Coords 174,220,982 348,191,629 73,708,681

Temporal 2013/01/01 - 2018/10/01 - 2018/10/01 -

Domain 2013/06/30 2018/11/30 2018/11/30

Spatial (-74.07 : -73.75), (108.92 : 109.01), (108.92 : 109.01),

Domain (40.61 : 40.87) (34.20 : 34.28) (34.20 : 34.28)

Table 2: Datasets for Parameters Tuning
Datasets Geometry R S
NYTrip pt n pt 10% pick-up points 10% drop-off points

DidiTraj ls n ls 10% samples 10% samples

DidiSP py n py 50% samples 50% samples

Mixture py n ls 50% DidiSP 10% DidiTraj

Table 3: Parameters
Parameters Settings

Max # Temporal Partitions 𝛼 50, 100, 200, 500, 1000
Max # Spatial Partitions 𝛽 5, 10, 20, 50, 100
𝑏𝑖𝑛𝑁𝑢𝑚 in a TRC-index 10, 50, 200, 500, 1000

Query Parameter 𝛿 (minutes) 10, 20, 30, 40, 50
Query Parameter 𝑘 1, 5, 10, 15, 20

Data Size (default values see Table 2) 10%, 20%, 30%, 40%, 50%

𝛼 , the number of objects from 𝑆 in an ST-partition tends to be larger,

thus the 3D R-tree in the ST-partition gets bigger, and it needs more

time to perform a local ST-𝑘NN search with the 3D R-tree. Secondly,

a smaller 𝛼 leads to bigger temporal partitions, which weakens the

temporal filtering ability.

However, when 𝛼 > 100, the execution time gets more with a

bigger 𝛼 . The reasons could be 1) the copy rates of 𝑅 and 𝑆 gets

larger with an increasing 𝛼 , as shown in Fig. 6(b) and Fig. 6(c); 2) a

bigger 𝛼 results in a lower hit rate, as shown in Fig. 6(d). That is,

more objects 𝑟 ∈ 𝑅 cannot find their ST-𝑘NNs in the first local join,

thus they need to participate in the second join.

It is also interesting to see that in Fig. 6(a), the execution time of

ls-ls and py-ls is more than that of pt-pt, even though the object
number of pt-pt is much more than that of ls-ls and py-ls (8.7m
n 8.7m vs 3.9m n 3.9m vs 4.6m n 3.9m). This is because 1) it is more

time-consuming to calculate the distance between two complex

objects; 2) the copy amplification of 𝑆 for ls-ls and py-ls is much

more than that of pt-pt, as shown in Fig. 6(c). Another interesting

observation is that the copy amplification of 𝑅 for pt-pt gets larger
comparing 𝛼 = 50 to 𝛼 = 100 in Fig. 6(b), resulting in a fierce

increasing of execution time in Fig. 6(a) and a slight drop off of hit

rate in Fig. 6(d). It is because the global temporal domain of NYTrip

is six months, which is much longer than that of other datasets.

Given a specified 𝑏𝑖𝑛𝑁𝑢𝑚 = 200, a longer temporal domain gives

a coarser lower bound for TRC-index, which causes more 𝑟 ∈ 𝑅

cannot find their ST-𝑘NN in the first round local join.

Different Values of 𝛽 . Figure 7 demonstrates the performance of

ST-𝑘NNJ with different values of 𝛽 . As shown in Fig. 7(a), when

𝛽 gets larger from 5 to 100, the execution time first drops, then

increases slightly. When 𝛽 = 20, the performance achieves the best.

It is observed that with an increasing 𝛽 , the copy amplifications of

both 𝑅 and 𝑆 get larger. This is because with a bigger 𝛽 , the area of
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Figure 6: Performance w.r.t. 𝛼
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Figure 7: Performance w.r.t. 𝛽
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Figure 8: Performance w.r.t. 𝑏𝑖𝑛𝑁𝑢𝑚

an ST-partition gets smaller, causing objects 𝑠 ∈ 𝑆 more easily to

intersect with more ST-partitions, thus the copy amplification of 𝑆

get larger, especially for the polygon data and line string data, as

shown in Fig. 7(c). Smaller ST-partitions also result in less objects

in 𝑆 assigned to the same ST-partition. This further causes objects

𝑟 ∈ 𝑅 harder to find their ST-𝑘NNs in the first round join, leading to

a lower hit rate (shown in Fig. 7(d)) and a larger copy amplification

of 𝑅 (shown in Fig. 7(b)).

Different Values of 𝑏𝑖𝑛𝑁𝑢𝑚. As depicted in Fig. 8(a), with the

increase of 𝑏𝑖𝑛𝑁𝑢𝑚, the execution time first drops significantly,

then keeps smooth with a slight increase. This is because with a big-

ger 𝑏𝑖𝑛𝑁𝑢𝑚, TRC-index can provide a more precise lower bound,

thus helps the objects 𝑟 ∈ 𝑅 more easily to find the ST-partitions

that contain their ST-𝑘NNs, reducing the copy amplification of 𝑅,

as shown in Fig. 8(b). A more precise lower bound improves the

hit rate as well, as shown in Fig. 8(d). We can observe that the

copy amplification of 𝑆 has nothing to do with 𝑏𝑖𝑛𝑁𝑢𝑚, as shown

in Fig. 8(c), because we partition 𝑆 before building TRC-indexes.

However, when 𝑏𝑖𝑛𝑁𝑢𝑚 is big enough, the execution time tends

to be stable, as the lower bound of TRC-indexes is precise enough.

Increasing 𝑏𝑖𝑛𝑁𝑢𝑚 only brings in more data transmission among

different machines. It is interesting to see that the inflection point of

pt-pt is larger than that of others (see Fig. 8(a) and Fig. 8(b)). There

could be two reasons. Firstly, for point data, it is more easy to use

the bins to calculate its real number that satisfies the temporal con-

currency requirement, because the point data in our experiments

has a time span of 0. Secondly, the NYTrip dataset has a much

bigger global temporal domain than others, which needs more bins

to capture its temporal distribution.

Different Values of 𝛿 . Figure 9 shows the impact of 𝛿 on ST-

𝑘NNJ performance. As shown in Fig. 9(a), with an increasing 𝛿 , the

execution time of complex object combinations gets larger smoothly,

as their copy amplification of 𝑅 gets smaller sightly (shown in

Fig. 9(b)), and their hit rate gets higher slightly (shown in Fig. 9(d)).

However, for pt-pt combination, the execution time first drops

significantly, then keeps stable. This is because for NYTrip dataset,

the time span of objects is 0. If 𝛿 is set too small (e.g., 𝛿 = 10),

its hit rate is very low (shown in Fig. 9(d)), causing a huge copy

amplification of 𝑅 (see Fig. 9(b)). Again, we can see from Fig. 9(c)

that the copy amplification of 𝑆 has little to do with 𝛿 .

Different Values of 𝑘 . It is observed from Fig. 10(a) that with a

bigger 𝑘 , the execution time for all combinations get larger lin-

early, because their hit rate decreases linearly (shown in Fig. 10(d)),

making their copy amplification of 𝑅 increase linearly (shown in

Fig. 10(b)). Figure 10 demonstrates that the copy amplification of 𝑅

is not affected by 𝑘 .

Execution Time of Different Steps. Figure 11(a) shows the execu-
tion time for different steps. It is observed that the first round local

join for almost all combinations is the most expensive, because we

need to build local indexes in this step. Besides, most objects 𝑟 ∈ 𝑅

can find their ST-𝑘NNs in the first round local join, which reduces

the computation of the second round local join. It is interesting to
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Figure 9: Performance w.r.t. 𝛿
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Figure 10: Performance w.r.t. 𝑘
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Figure 11: Performance w.r.t. Steps and Data Size (for the left
picture, we take 50% samples for both 𝑅 and 𝑆 ; for the right
picture, we take pt-pt because both Simba and LocationSpark
do not support complex geometries)

see that the first round local join for py-py is much less expensive

than that for other combinations. It could be the spatial distribution

of DidiSP is very sparse, and the data size of DidiSP is much smaller

than that of other datasets.

5.3 Comparing with Baselines
Figure 11(b) compares the performance of different methods. We

only focus on pt-pt because both Simba and LocationSpark do

not support complex geometries. It is not surprising that with a

bigger data size, all methods need more execution time. However,

Simba fails when the data size is greater than 10%, because it needs

to copy 𝑆 too much, resulting in memory overflow and redundant

computation. LocationSpark takes over 9Xmore time than ST-𝑘NNJ,

because it is not designed for ST-𝑘NN join. Besides, we check its

source code, and find that its proposed optimizer does not take

effect for ST-𝑘NN join. ST-𝑘NNJ is much faster than ST-𝑘NNJ𝑅 ,

the reasons could be: 1) it is more efficient to build a Quad-tree

than an R-tree; 2) R-tree ignores the unsampled areas in the spatial

partitioning step, which leads to a poor performance; 3) the ST-

partitions acquired by R-tree may intersect with each other, thus we

cannot remove duplicated results using spatio-temporal reference

points. ST-𝑘NNJ is slightly faster than ST-𝑘NN𝑛𝑟 , as we can remove

duplicates before shuffling, which reduces the data transmission

among different machines. However, the improvement is not so

significant, because the local join result transmission overhead is

relatively much smaller than the overall computation overhead.

6 RELATEDWORKS
To the best of our knowledge, none of the existing works are de-

signed for ST-𝑘NN join. We review the related works from three

aspects: 1) Spatial Join, 2) 𝑘NN Join, and 3) Spatio-Temporal Join.

Spatial Join. Spatial join combines two sets of spatial objects with a

given spatial relation, such as containing, overlapping and distance.

It has been well studied for a few decades, which can be divided into

two categories: standalone method and distributed method. Most

standalone methods [16, 31] adopt a two-phase framework, where

in the first phase, they generate candidate pairs according to the

MBRs of spatial objects, and in the second phase, they check the

spatial relationship of each pair. The work [22] provides a compre-

hensive summary of the relevant technologies. To support massive

spatial objects, many distributed frameworks are proposed for spa-

tial join, such as Hadoop-GIS [3], SpatialHadoop [14], Location-

Spark [33, 34], SpatialSpark [39], GeoSpark [40], Stark [18] and

Simba [37]. Most of these distributed frameworks first partition

the two sets, where the candidate pairs are assigned to the same

partition. In each partition, they build a local spatial index [15, 17]

and perform a spatial join using the standalone method. Finally,

they merge local spatial join results into a global one.

𝑘NN Join. Comparing to spatial join, 𝑘NN join is much more in-

tractable, as it is hard to determine whether an object is one of

𝑘NNs of the other. There are two types of methods for distributed

𝑘NN join. The first one is one-round join method [29, 30, 37, 42].

They first partition 𝑅, then copy 𝑆 to the target partitions based on

the pivots of voronoi diagram [30], the partition center points [37],

or space filling curves [29, 42], thus the 𝑘NNs of 𝑟 ∈ 𝑅 must locate

in the same partition with 𝑟 . This type of method may cause too

many copies of 𝑆 , which hinders the efficiency. The other one is

two-round join method [33, 34], which partitions 𝑆 first, then copies

𝑅 to the target partitions for twice. As most 𝑟 ∈ 𝑅 can find their

𝑘NNs in the first round, it is much more efficient than the former.
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Spatio-Temporal Join. The work [35, 36] considers both spatial

and temporal information for spatial join, called spatio-temporal

join. It employs two primary methods, i.e., broadcast join for the

case when at least one of datasets can fit entirely into memory of a

Spark executor, and bin join for the case when both datasets are too

large to fit into memory. For bin join, it first spatially partitions the

dataset using quadtree-based grid, then temporally partitions the

dataset with a temporal interval. Stark [18] adds spatio-temporal

support to Spark. It includes spatial partitioners, different indexing

modes, as well as filter, join, and clustering operators. But Stark

does not discuss how to support spatio-temporal join in the paper.

7 CONCLUSION
This paper proposes a novel and useful ST-𝑘NN join problem, which

finds the 𝑘 nearest neighbors considering both spatial closeness

and temporal concurrency. To efficiently perform ST-𝑘NN join over

big spatio-temporal data with any geometry types, we propose a

novel distributed solution based on Apache Spark, which follows

a two-round join framework. The extensive experimental results

based on three big real datasets show that our method is much more

scalable and achieves 9X faster than baselines. A demonstration

system and the source code are available at [2].

There are two main directions to polish this work. First, data par-

titioning and index construction would be performed for each new

ST-𝑘NN join request currently. We can cache some intermediate

results to avoid rebuilding all partitions and indexes from scratch

and further improve the efficiency. Second, there still some system

parameters, i.e., 𝛼 , 𝛽 and 𝑏𝑖𝑛𝑁𝑢𝑚, that may be affected by the sizes,

geometry types, or spatio-temporal distributions of datasets. It is

not easy to fine-tune them for every join manually. As a result, we

will design cost models to execute ST-𝑘NN join more intelligently.
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A SYMBOLS AND THEIR MEANINGS
For the purpose of reference, Table 4 lists the symbols and their

meanings used frequently in this paper.

Table 4: Symbols and Their Meanings
Symbol Meaning
𝑅 (resp. 𝑆) an ST-object set 𝑅 (resp. 𝑆)

𝑟 (resp. 𝑠)
an ST-object 𝑟 ∈ 𝑅 (resp. 𝑠 ∈ 𝑆), where 𝑟 .𝑔𝑒𝑜𝑚 is a

spatial attribute, 𝑟 .𝑡𝑟 = [𝑡𝑚𝑖𝑛, 𝑡𝑚𝑎𝑥 ] is a time range

𝑀𝐵𝑅(𝑟 ) the minimum bounding box of 𝑟

𝐸𝑀𝐵𝑅(𝑟,𝛾 ) the expanded minimum bounding rectangle of 𝑟

w.r.t a distance threshold 𝛾

𝑇𝐷 (𝑅) the temporal domain of 𝑅

𝑆𝐷 (𝑅) the spatial domain of 𝑅

𝐸𝑇𝑅(𝑡𝑟, 𝛿) expanded time range of 𝑡𝑟 with a time threshold 𝛿

ST-𝑘NN the spatio-temporal 𝑘 nearest neighbors of 𝑟

(𝑟, 𝑘, 𝛿, 𝑆) from 𝑆 with a time threshold 𝛿

𝑑 (𝑟, 𝑠), the distance between 𝑟 and 𝑠 , and the Euclidean

𝑑 (𝑝, 𝑞) distance between two spatial points 𝑝 and 𝑞

𝑅 n 𝑆 ST-𝑘NN join of 𝑅 and 𝑆

𝐺𝑇,𝐺𝑆 global temporal domain, global spatial domain

𝜂, 𝛼 , 𝛽
sampling rate, maximum number of temporal

partitions, maximum number of spatial partitions

𝑡𝑝 , 𝑠𝑝 , 𝐺𝐼 temporal partitions, spatial partitions, global index

TRC-index temporal range count index

𝑏𝑖𝑛𝑁𝑢𝑚 bin number in a TRC-index

TRP, SRP temporal reference point, spatial reference point

B DETAILS OF COMPLEXITY ANALYSIS
In this section, we give more details of complexity analysis.

Data Partition for 𝑆 . Recall that this step can be divided into

four sub-steps: 1) Sampling, 2) Temporal Partitioning, 3) Spatial
Partitioning, and 4) Reassignment.

The cost of Sampling can be ignored, as the number of samples

is rather small and there is no other computation cost.

For Temporal Partitioning (i.e., Algorithm 1), it first sorts the sam-

ples in 𝑆 ′, then scans them only once. Therefore, the overall com-

putation complexity of Temporal Partitioning is O(|𝑆 ′ | × 𝑙𝑜𝑔 |𝑆 ′ |).
The most time-consuming part of Algorithm 2 is the While loop.

As in each iteration, we add 3 more spatial partitions, thus there is

at most 𝛽/3 iterations. In each iteration, we need to scan at most |𝑆 ′
𝑖
|

samples, and each new sub-node takes at most 𝑙𝑜𝑔𝛽 to be inserted

into 𝑝𝑞. As a result, the computation complexity of Algorithm 2 is

O(𝛽/3× (|𝑆 ′
𝑖
| +4× 𝑙𝑜𝑔𝛽)). Because 𝑆 ′ = 𝑆 ′

1
∪𝑆 ′

2
∪ ...∪𝑆 ′𝑛 , 𝑛 ≤ 𝛼 , the

overall computation cost of spatial partitioning is O(𝛽/3 × |𝑆 ′ | +
4/3 × 𝛼 × 𝛽 × 𝑙𝑜𝑔𝛽).

For Reassignment, it incurs a shuffle of 𝑆 , thus it can be a bottle-

neck of ST-𝑘NN join. As the size of global index𝐺𝐼 is very small,

the overhead of broadcast can be ignored. Using the global index

𝐺𝐼 , each 𝑠 ∈ 𝑆 can find the targeted partitions in O(𝑙𝑜𝑔𝛼 × 𝑙𝑜𝑔𝛽).
Therefore, the time complexity of this step is O(|𝑆 | × 𝑙𝑜𝑔𝛼 × 𝑙𝑜𝑔𝛽).
First Round Local Join. Note that this step consists of three

sub-steps: 1) TRC-index Construction, 2) Data Partition for 𝑅, and
3) Distance Bound Calculation.

TRC-index Construction method (i.e., Algorithm 3) scans linearly

objects of 𝑆𝑖 and the two arrays (𝑇𝑚𝑖𝑛 and 𝑇𝑚𝑎𝑥 ) for once. As

𝑏𝑖𝑛𝑁𝑢𝑚 is relatively much smaller than 𝑆𝑖 , the overall computa-

tion for all ST-partitions is O(|𝑆 |). The search complexity using

TRC-index is O(1).
For each 𝑟 ∈ 𝑅, we find𝑢 satisfied temporal partitions in O(𝑙𝑜𝑔𝛼).

For each satisfied temporal partition, we find the target ST-partition

in O(𝑙𝑜𝑔𝛽). Consequently, the overall computation complexity of

this sub-step is O(|𝑅 | × 𝑙𝑜𝑔𝛼 ×𝑢 × 𝑙𝑜𝑔𝛽). This step triggers a shuffle

of 𝑅, thus it could be a bottleneck.

For Distance Bound Calculation, building a local R-tree index

takes O(|𝑆𝑖 | × 𝑙𝑜𝑔|𝑆𝑖 |). The time complexity of finding the ST-𝑘NNs

of 𝑅𝑖 using R-tree is highly dependent on the data distribution. In

most cases, it can be done with O(|𝑅𝑖 | × 𝑙𝑜𝑔 |𝑆𝑖 |).
Second Round Local Join. There is only a small number of objects

𝑟 ∈ 𝑅 that participate in the second round local join. For each 𝑟 ∈ 𝑅,

it takes the same time with that in the first round local join.

Merge Result. This step incurs a shuffle of local results. Suppose

each 𝑟 ∈ 𝑅 is bounded to 𝑣 ST-partitions, thus the multiway merge

algorithm takes O(𝑣 × 𝑘). The overall time complexity of merge

result is O(|𝑅 | × 𝑣 × 𝑘).

C DEMONSTRATION
We integrate the ST-𝑘NN join method proposed in this paper into

JUST [24], a distributed spatio-temporal data engine. As a result,

we can perform ST-𝑘NN join with a SQL-like statement:

SELECT * FROM 𝑅, 𝑆 WHERE st_knnjoin(𝑅.𝑔𝑒𝑜𝑚, 𝑆.𝑔𝑒𝑜𝑚,
𝑅.𝑡𝑚𝑖𝑛, 𝑅.𝑡𝑚𝑎𝑥, 𝑆.𝑡𝑚𝑖𝑛, 𝑆.𝑡𝑚𝑎𝑥, 𝑘, 𝛿)

where 𝑅 and 𝑆 are the names of two tables, and 𝑅.𝑔𝑒𝑜𝑚, 𝑆.𝑔𝑒𝑜𝑚,

𝑅.𝑡𝑚𝑖𝑛 , 𝑅.𝑡𝑚𝑎𝑥 , 𝑆.𝑡𝑚𝑖𝑛 , 𝑆.𝑡𝑚𝑎𝑥 are the spatio-temporal field names

of the two tables, respectively.

Table Panel

JustQL Panel

Result Panel

Figure 12: User Interface of JUST for ST-𝑘NN Join [2].

Figure 12 shows the user interface of ST-𝑘NN join in JUST. It

consists of three panels: Table Panel, JustQL Panel and Result Panel.
Table Panel lists the tables in the system. In this demo, we preset six

tables of spatio-temporal objects with various geometry types. The

objects are sampled from the datasets of DidiTraj and DidiSP. Users

can also upload their own datasets to JUST. In the JustQL Panel, we

input a SQL-like statement, and click the first left-top button to run

ST-𝑘NN join. Here, we perform an ST-𝑘NN join on two point tables

𝑝𝑜𝑖𝑛𝑡01 and 𝑝𝑜𝑖𝑛𝑡02, where 𝑘 = 2 and 𝛿 = 100s. The join result

is shown in Result Panel. Readers can visit the public website [2]

to experience ST-𝑘NN join, or download the source code from the

website and run it on their own clusters.
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